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Zawartość wygenerowana przez sztuczną inteligencję może być niepoprawna.] Załącznik nr 2 do Rozeznania Rynku
[bookmark: _Hlk108086012]OPIS PRZEDMIOTU ZAMÓWIENIA

I. PRZEDMIOT ZAMÓWIENIA
Przedmiotem zamówienia jest dostawa systemu pamięci dyskowej wraz z pakietem wsparcia technicznego świadczonym przez producenta sprzętu oraz wydanie dokumentów gwarancyjnych dotyczących dostarczonego sprzętu. Przedmiot zamówienia obejmuje również usługę wdrożenia zakupionego sprzętu – instalacja, uruchomienie oraz zapewnienie prawidłowego funkcjonowania zakupionych urządzeń w infrastrukturze Zamawiającego w lokalizacji mieszczącej się przy ul. Chałubińskiego 4/6 w Warszawie. Objaśnienie działania oraz funkcjonalności wdrożonego rozwiązania.

II. SPECYFIKACJA TECHNICZNA PRZEDMIOTU ZAMÓWIENIA
1. Zestawienie parametrów techniczno-jakościowych sprzętu – wymagania minimalne
1) Obudowa
System musi być dostarczony ze wszystkimi komponentami do instalacji w szafie rack 19''.
2) Pojemność
System musi zostać dostarczony w konfiguracji zawierającej minimum:
a) 8 dysków 1,92TB NVMe SSD.
b) Macierz w zaoferowanej konfiguracji musi obsługiwać dyski 1,92TB NVMe SSD, 3,84TB NVMe SSD, 7,68TB NVMe SSD, 15,3TB NVMe SSD.
c) Jeżeli istnieje model wyższy budowa systemu musi umożliwiać rozbudowę do modeli wyższych bez potrzeby migracji danych (przez rozbudowę do wyższego modelu zamawiający rozumie do modelu macierzy z większą ilością Cache, większą skalowalnością i mocniejszymi procesorami). Musi istnieć możliwość rozbudowy o dodatkowe kontrolery obsługujące dyski w technologii QLC oraz HDD.
d) Macierz musi mieć możliwość rozbudowy do 144 dysków SSD w obrębie pary kontrolerów oraz do minimum 420 dysków SSD w obrębie klastra wielu kontrolerów (scale-out).
e) W architekturze klastrowania macierzy, system musi działać pod kontrolą jednego systemu operacyjnego od jednego producenta, nie dopuszczalne jest zestawienie systemu klastrowego poprzez wykorzystanie serwerów pośredniczących i oprogramowania dodatkowego.
3) Kontroler
a) Zamawiający wymaga, aby dostarczony system posiadał procesory wykonane w architekturze x86 ( Intel lub AMD). Dopuszczalne jest zastosowanie procesorów w innej architekturze, przy zachowaniu minimalnej ilości rdzeni 64 na procesor.
b) Dwa kontrolery wyposażone w przynajmniej 64GB cache każdy.
c) W przypadku awarii zasilania dane nie zapisane na dyski, przechowywane w pamięci muszą być zabezpieczone za pomocą podtrzymania bateryjnego przez minimum 72 godziny lub za pomocą zrzutu danych na pamięć nie ulotną.
d) Macierz musi pozwalać na rozbudowę do klastra co najmniej 6 kontrolerów udostępniających (każdy) zarówno dane blokowe, plikowe oraz obiektowe.
4) Interfejsy – oferowane rozwiązanie musi posiadać minimum:
a) 8 portów 10/25Gb Eth do podłączenia hostów
b) 2 porty 1GbE do zarządzania oraz 2 porty konsolowe
Jeśli korzystanie z któregoś z wyżej wymienionych portów wymaga zastosowania wkładek (np. SFP+/SFP28), zamawiający wymaga ich dostarczenia wraz z urządzeniem.
5) RAID
System RAID musi zapewnić taki poziom zabezpieczania danych, aby był możliwy do nich dostęp w sytuacji jednoczesnej awarii minimum dwóch oraz trzech dysków w grupie RAID.
6) Kopie Migawkowe
Macierz musi być wyposażona w system kopii migawkowych, dostępny dla wszystkich rodzajów danych przechowywanych na macierzy. Niedopuszczalne jest wykorzystanie snapshotów typu Copy On Write, ze względu na wydajność całego rozwiązania.
7) Obsługiwane protokoły
Rozwiązanie musi obsługiwać jednocześnie protokoły   FC, iSCSI, CIFS i NFS. 
System musi posiadać możliwość wystawienia zasobów przy użyciu protokołu obiektowego S3. Realizacja protokołu S3 musi być możliwa dla całej pojemności systemu. Zamawiający w tym postępowaniu wymaga dostarczenia wszystkich w/w licencji.
8) Inne wymagania
a) Macierz musi posiadać funkcjonalność eliminacji (deduplikacji) identycznych bloków danych którą można stosować na macierzy produkcyjnej dla wszystkich rodzajów danych. Macierz powinna mieć możliwość czynności odwrotnej tzn. Cofnięcia procesu deduplikacji na zdeduplikowanym wolumenie.
b) Macierz musi posiadać funkcjonalność kompresji danych w trybie in-line.
c) Macierz musi posiadać wsparcie dla wielościeżkowości dla systemów Win 2019 i wyższe, Linux, Vmware, Unix.
d) Macierz musi umożliwiać dynamiczną zmianę rozmiaru wolumenów logicznych bez przerywania pracy macierzy i bez przerywania dostępu do danych znajdujących się na danym wolumenie. Macierz musi pozwalać na stworzenie dla zasobów plikowych lub blokowych o pojemności nie mniejszej niż 128TB.
e) Macierz musi posiadać funkcjonalność replikacji danych w trybie asynchronicznym oraz synchronicznym. Funkcjonalność replikacji danych musi być natywnym rozwiązaniem macierzy dyskowej i pozwalać na dwustronną replikację z posiadaną macierzą NetApp FAS2750 bez potrzeby używania dodatkowych serwerów. Funkcjonalność ta musi być potwierdzona w dokumentacji firmy Netapp. Przed procesem replikacji macierz musi umożliwiać włączenie procesu deduplikacji danych w celu optymalizacji wykorzystania łącza oraz skrócenia czasu backupu dla replikowanych zasobów. Jeżeli oferowane rozwiązanie nie pozwala na deduplikację replikowanych zasobów zamawiający wymaga dostarczenia zewnętrznego urządzenia do deduplikowania replikowanych danych. W przypadku zastosowania zewnętrznych urządzeń do deduplikacji replikowanych danych, zamawiający wymaga zastosowania ich w formie redundantnej tj. po 2 szt. na macierz.  
f) Oferowane rozwiązanie musi posiadać możliwość stworzenia konfiguracji klastra geograficznego. Klaster geograficzny oznacza automatyczne przełączanie zasobów z jednej macierzy dwukontrolerowej na inną macierz dwukontrolerową w trybie:
· bez ingerencji inżyniera (Automatic Failover)
· z ingerencją inżyniera (Manual Failover)
Musi istnieć możliwość jednoczesnej dwukierunkowej replikacji dla pojedynczej pary sklastrowanych LUN. 
g) Macierz musi posiadać funkcjonalność priorytetyzacji zadań w tym ustawienie max parametrów (I/Ops i Mbps) na Lun’ach.
h) W celach bezpieczeństwa macierz musi posiadać funkcjonalność wieloetapowej akceptacji wybranych operacji tj. operacje takie jak: skasowanie LUN/Wolumeny, skasowanie Snapshotu, wyłączenie replikacji. System musi pozwalać by wykonanie w/w operacji było akceptowane przez przynajmniej dwóch administratorów w celu zwiększenia bezpieczeństwa i uniknięcia błędów ludzkich.
i) Macierz musi posiadać możliwość rozbudowy o narzędzie do wykonania spójnego snapshotu dla następujących aplikacji: 
· Vmware
· SAP
· Oracle DBMS
· MS Exchange oraz MS SQL
Narzędzie musi posiadać jedną wspólną konsolę zarządzającą kopiami migawkowymi dla wszystkich wymienionych aplikacji.
i) Macierz musi być wyposażona w oprogramowanie do audytu zasobów plikowych w szczególności pozwalać na:
· blokowanie zapisywania plików z określonym (do zdefiniowania przez administratora) rozszerzeniem
· monitorowaniu operacji wykonywanych na plikach
j) Macierz musi posiadać możliwość automatycznego informowania i przesyłania przez pocztę elektroniczną raportów o konfiguracji, utworzonych dyskach logicznych i woluminach oraz ich zajętości wraz z podziałem na rzeczywiste dane, kopie migawkowe oraz dane wewnętrzne macierzy.
k) Z macierzą zamawiający wymaga dostarczenia oprogramowania które pozwala na: 
· monitoring wykorzystania przestrzeni na macierzy
· monitoring grup RAIDowych
· monitoring wykonywanych backupów/replikacji danych między macierzami
· monitoring wydajności macierzy
· analizę i diagnozę spadku wydajności
l) Macierz musi posiadać wbudowane narzędzie pozwalające na ochronę przed złośliwym oprogramowaniem na zasobach plikowych, oprogramowanie musi pozwalać na analizę zachowań użytkowników oraz systemu i na tej podstawie pozwalać na wykrywanie anomalii wskazujących na aktywność złośliwego oprogramowania. Oprogramowanie musi pozwalać na wykrycie anomalii, poinformowanie administratora i zainicjowanie kopii typu snapshot.
m) Macierz musi posiadać funkcjonalność pozwalająca na stworzenie wolumenu plikowego z funkcją WORM (Write Once Read Many) tak aby zachować niezmienialność plików przez określony przez administratora czas.
n) Producent musi dostarczyć usługę w postaci portalu WWW lub dodatkowego   oprogramowania umożliwiającą następujące funkcjonalności:
a. Narzędzie do tworzenia procedury aktualizacji oprogramowania macierzy. 
· procedura musi opierać się na aktualnych danych pochodzących z macierzy oraz najlepszych praktykach producenta.
· procedura musi uwzględniać systemy zależne np, macierze replikujące
· procedura musi umożliwiać generowanie planu cofnięcia aktualizacji.
b. Wyświetlanie statystyk dotyczących wydajności, utylizacji, oszczędności uzyskanych dzięki funkcjonalnościom macierzy.
c. Wyświetlanie konfiguracji macierzy oraz porównywanie jej z najlepszymi praktykami producenta w celu usunięcia błędów konfiguracji.
Portal może pochodzić od innego producenta niż producent macierzy. 
o) Zamawiający wymaga by wszystkie funkcjonalności działały jednocześnie. Włączenie jednej funkcjonalności nie może eliminować działania innej.
2. Środowisko Zamawiającego
Zamawiający posiada obecnie w środowisku produkcyjnym macierz dyskową klasy enterprise, model NetApp FAS2750 z oprogramowaniem ONTAP.
Dostarczona macierz musi posiadać funkcjonalność replikacji danych w trybie asynchronicznym oraz synchronicznym. Funkcjonalność replikacji danych musi być natywnym rozwiązaniem macierzy dyskowej i pozwalać na dwustronną replikację z posiadaną przez Zamawiającego macierzą (NetApp FAS2750) bez potrzeby używania dodatkowych serwerów.
3. Wdrożenie i konfiguracja
1) Przygotowanie planu i harmonogramu wdrożenia:
a) Ustalenie nazewnictwa, adresacji IP i szczegółów konfiguracji nowych urządzeń.
b) Schematy połączeń fizycznych objętych urządzeń z uwzględnieniem istniejących urządzeń i zaznaczeniem koniecznych zmian/przepięć.
c) Propozycje oznaczeń nowych połączeń fizycznych.
d) Zestawienie wymagań odnośnie podłączanej macierzy dyskowej.
e) Propozycje testów odbiorczych funkcjonalnych – weryfikacja dostępności odpowiednich zasobów prezentowanych w sieci.

2) Przeprowadzenie wdrożenia systemu dyskowego:
a) Fizyczna instalacja sprzętu w szafach RACK oraz uruchomienie systemu.
b) Konfiguracja wszystkich połączeń sieciowych wymaganych do prawidłowego działania sprzętu zgodnie z najlepszymi praktykami.
c) Udostępnienie zasobów dla systemów serwerowych (zasoby dla wirtualizatora VMware), testy poprawności działania.
d) Aktualizacja oprogramowania (jeśli wymagana).

3) Przygotowanie dokumentacji powdrożeniowej:
a) Schematy połączeń fizycznych urządzeń objętych wdrożeniem.
b) Tabelaryczne zestawienie nazewnictwa poszczególnych urządzeń.
c) Zestawienie wersji oprogramowania/mikrokodów macierzy dyskowych ich kontrolerów i modułów zarządzających.
d) Zestawienie i opisanie funkcjonalności wykorzystywanych w systemie objętym wdrożeniem.
e) Zestawienie zakupionego i aktywowanego oprogramowania.
f) Zestawienie pełnej adresacji IP oraz danych dostępowych systemu objętego wdrożeniem.
g) dostarczenia dokumentacji technicznej powdrożeniowej (przygotowana 
w języku polskim w wersji elektronicznej (w edytowalnym pliku doc. oraz w pliku pdf.).
4) Objaśnienie działania oraz funkcjonalności wdrożonego rozwiązania dla wskazanych pracowników.
Wykonawca na swój koszt zobowiązuje się do właściwego opakowania i załadowania Sprzętu oraz zabezpieczenia go w czasie transportu do siedziby Zamawiającego. Odpowiedzialność za wszelkie szkody powstałe w trakcie transportu ponosi Wykonawca.
4. Gwarancja i serwis
a) [bookmark: _Hlk213837755]3 lata serwisu producenta macierzy z czasem dostawy elementów zamiennych na następny dzień roboczy wraz z usługą instalacji na miejscu.
b) Dostęp do centrum serwisowego 24/7
c) Możliwość zgłaszania awarii 24/7
d) 3 lata aktualizacji do oprogramowania oraz dostęp do portalu serwisowego producenta, dostęp do wiedzy i informacji technicznych dotyczących oferowanego urządzenia.
e) Serwis musi być realizowany przez autoryzowane centrum serwisowe posiadające certyfikat ISO 9001 na świadczenie usług serwisu.
f) W przypadku awarii, uszkodzone dyski pozostają i Zamawiającego

III. OGÓLNE WARUNKI REALIZACJI ZAMÓWIENIA
Zamawiający wymaga wykonania przez Wykonawcę wszystkich niezbędnych prac w celu uruchomienia poprawnego podłączenia nowej infrastruktury do istniejącej sieci LAN Zamawiającego, w tym dostarczenia w ramach przedmiotu umowy wszelkich niezbędnych akcesoriów, kabli przyłączeniowych oraz innych niezbędnych komponentów.

IV. TERMIN REALIZACJI ZAMÓWIENIA
Termin realizacji do 60 dni kalendarzowych od podpisania Umowy.

V. PŁATNOŚCI
Termin płatności 21 dni kalendarzowych od daty dostarczenia prawidłowo wystawionej faktury VAT.
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