Ministerstwo Rozwoju i Technologii Warszawa, dnia 31 sierpnia 2023 r.
ul. Plac Trzech Krzyzy 3/5
00-507 Warszawa

ZAPYTANIE O WYCENE DO OSZACOWANIA WARTOSCI ZAMOWIENIA
l. Przedmiot Zamowienia

Ministerstwo planuje uruchomic postepowanie przetargowe o udzielenie zamdwienia publicznego
na dostawe i wdrozenie hiperkonwergentnej platformy wirtualizacji wraz z 36 miesieczng
gwarancja i wsparciem producenta oraz przeprowadzeniem instruktazu

Zamowienie dotyczy¢ bedzie:

1) wykonanie analizy i wykonanie projektu technicznego hiperkonwergentnej platformy
wirtualizacji, zawierajgcego opis techniczny rozwigzania, opis procesu instalacji, propozycje
testow oraz scenariusze testowe, harmonogram wdrozenia (w tym czasy niedostepnosci
Srodowiska Zamawiajgcego, jezeli mogag takie wystgpi¢), zwanym dalej Projektem
Technicznym.

Analiza zostanie przeprowadzona przez Wykonawce po akceptacji Zamawiajgcego, a Projekt
techniczny bedacy wynikiem analizy bedzie podlegat zatwierdzeniu przez Zamawiajgcego.

2) dostawe fabrycznie nowych urzadzen wraz z 36 miesieczng gwarancjg oraz niezbednymi
do prawidtowego dziatania licencjami stanowigcymi oferowang hiperkonwergentna
platforme wirtualizacji do wskazanych przez Zamawiajgcego lokalizacji, maksymalnie
trzech: dwu w Warszawie i jednej w zasiegu do 150 km odlegtosci od Warszawy.

3) wdrozenie zaprojektowanej platformy wirtualizacji, w tym:

a) instalacje urzadzen/elementéw wchodzgcych w sktad platformy wirtualizacji,
b) konfiguracje, testowanie i uruchomienie,

c) wykonanie dokumentacji powdrozeniowej,

d) przeprowadzenie instruktazu dla administratoréw platformy

4) S$wiadczenie ustug asysty technicznej dla platformy hiperkonwergentnej (serwery, inne
urzadzenia wraz z licencjami wchodzgcymi w sktad platformy wirtualizacji),

Zwracam sie z uprzejma prosbg o wycene urzgdzen oraz ustug, o nizej wymienionych minimalnych
parametrach opisanych w ponizszym opisie przedmiotu zamodwienia, stanowigcych przedmiot
planowanego do wszczecia postepowania.

. TERMIN REALIZACJI ZAMOWIENIA

Zadania w ramach zamodwienia, bedg realizowane w etapach zgodnie z ponizszymi terminami

1) Etap | — realizacja zadan, o ktérych mowa w pkt | ppkt 1), tj.: wykonanie analizy i wykonanie
projektu technicznego hiperkonwergentnej platformy wirtualizacji

Termin realizacji zadan w ramach Etapu | - do 7dni roboczych od daty zawarcia umowy

2) Etap Il - realizacja zadan, o ktérych mowa w pkt | ppkt 2), tj.: dostawe fabrycznie nowych urzadzen
wraz z 36 miesieczng gwarancjg oraz niezbednymi do prawidtowego dziatania licencjami
stanowigcymi oferowang hiperkonwergentng platforme wirtualizacji

Termin realizacji zadan w ramach Etapu Il - do 30 dni roboczych od daty zawarcia umowy

3) Etap Il — realizacja zadan, o ktérych mowa w pkt | ppkt 3), tj.: wdrozenie zaprojektowanej
platformy

Termin realizacji zadan w ramach Etapu IIl - do 30 dni roboczych od daty zawarcia umowy
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4) Etap IV-realizacja zadan, o ktérych mowa w pkt | ppkt 4), tj.: Swiadczenie ustug asysty technicznej
dla platformy hiperkonwergentnej (serwery, inne urzadzenia wraz z licencjami wchodzgcymi w
sktad platformy wirtualizacji), realizowanej na podstawie zlecen wyrazonych w roboczogodzinach

Termin realizacji zadan w ramach Etapu IV- 36 miesiecy od daty odbioru Etapéw I-llI

lll.  Minimalne wymagania hiperkonwergentnej platformy wirtualizacji bedgcej przedmiotem
zamowienia

Dostarczenie i instalacja hiperkowergentnej platformy wirtualizujgcej bedzie realizowana
maksymalnie w trzech réznych lokalizacjach, w tym do dwu lokalizacji znajdujgcych sie na terenie m.
st. Warszawy oraz jednej lokalizacji znajdujacej sie w odlegtosci do 150km od Warszawy.
Sprzet bedacy przedmiotem niniejszego zamodwienia zostanie dostarczony do lokalizacji
wskazanej przez Zamawiajgcego, oddalonej w odlegtosci ok 150 km od Warszawy, w obecnosci
0s6b wyznaczonych przez Zamawiajgcego.
Zaoferowany sprzet musi by¢ fabrycznie nowy, przeznaczony do sprzedazy na rynku europejskim
(zgodnie z ustawa z dnia 30.08.2002 r. o systemie oceny zgodnosci (Dz.U. 2023 poz. 215 ze zm.) i
z wydanymi na jej podstawie rozporzadzeniami), wyprodukowany nie wczesniej niz w 2022 r. oraz
objety wymagang przez Zamawiajgcego gwarancjg w Polsce. Zamawiajacy nie dopuszcza
produktow ,,odnawianych" (ang. Refurbished).
Zaoferowany sprzet oraz oprogramowanie nie moze by¢ przeznaczone przez producenta
do wycofania z produkcji lub sprzedazy.
Wszystkie podzespoty dostarczone z urzgdzeniami, bedg pochodzity od jednego producenta.
Stosowane podzespoty muszg by¢ wspierane przez producenta urzadzen i by¢ objete mozliwoscig
analizy potencjalnych btedéw w trakcie potencjalnych zgtoszen serwisowych. Muszg pochodzi¢
z autoryzowanego kanatu sprzedazy producentéw Urzgdzen na rynek polski lub Unii Europejskiej
Dostarczenie platformy obejmuje dostawe wszelkich wymaganych do dziatania platformy
oprogramowania oraz licencji wieczystych lub licencji czasowych - subskrypcji.
W przypadku czasowego modelu licencjonowania — subskrypcji, minimalny okres objecia taka
licencjag musi wynosi¢ co najmniej 36 miesiecy. Po tym okresie udzielona licencja musi jednak
umozliwia¢ dalsze bezterminowe korzystanie z przedmiotu zamodwienia z dopuszczalnymi
ograniczeniami co do funkcjonalnosci systemu, takimi jak na przyktad brak mozliwosci: aktualizacji
systemu, poprawek bezpieczenstwa, automatyzacji proceséw. Zakup kolejnej licencji niweluje te
ograniczenia i platforma wraca do petnej funkcjonalnosci.

Dostarczone urzadzenia musza byé objete minimum 36 miesieczng gwarancja opartg na serwisie
producenta Swiadczonym w rezimie 8x5xNBD

Wdrozenie platformy obejmuje:

1. Konfiguracje hiperkowergentnej platformy wirtualizujgcej w $rodowisku Zamawiajgcego w
terminie do 5 dni roboczych od zakonczenia instalacji opisanej w punkcie | ppkt 3), zgodnie
Projektem Technicznym wskazanym w punkcie | ppkt 1)

2.  Uruchomienie hiperkowergentnej platformy wirtualizujgcej w $rodowisku Zamawiajgcego w
terminie do 5 dni roboczych od zakoriczenia konfiguracji, zgodnie Projektem Technicznym
wskazanym w punkcie | ppkt 1)

3. Testy akceptacyjne wdrozenia hiperkonwergentnej platformy wirtualizujgcej.
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4. Wykonanie dokumentacji powdrozeniowej hiperkowergentnej platformy wirtualizujgcej w
terminie do 7 dni roboczych od zakoriczenia instalacji, zgodnie z zatozeniami Projektu
Technicznego wskazanego w punkcie.

5. Dokumentacja powykonawcza Platformy, musi w szczegdlnosci zawiera¢ nastepujgce
elementy:

— architekture logiczng Platformy;

— opis elementédw infrastruktury Platformy obejmujacy parametry sprzetowe,
konfiguracje, konfiguracje oprogramowania;

— procedury eksploatacyjne i administracyjne zawierajgce informacje m.in. o
okresowych zadaniach, ktére muszg by¢ wykonywane przez administratoréw;

—  procedury backupowe i odtworzeniowe konfiguracji Platformy;

—  procedury serwisowe, zawierajgce informacje kontaktowe oraz jesli to wymagane,
formularze niezbedne do otworzenia zgtoszenia;

—  procedury biezgcego monitoringu i utrzymania.

6. Wykonawca przeprowadzi instruktaz dla minimum 6 administratorow wskazanych przez
Zamawiajacego.

7. Instruktaz zostanie przeprowadzony w terminie uzgodnionym z Zamawiajgcym (jednak nie
pozniej niz 10 dni od daty wdrozenia), w jego siedzibie, tj. Plac Trzech Krzyzy 3/5, 00-507
Warszawa.

8. Instruktaz powinien obejmowac:

— omdwienie dostarczonego sprzetu i oprogramowania (parametry, funkcjonalnosci),
— omodwienie przeprowadzonych prac instalacyjno-konfiguracyjnych,
— ombodwienie i weryfikacje przygotowanych i dostarczonych procedur

— omowienie scenariuszy w przypadku wystapienia bteddw/awarii
9. Przed ustalonym terminem instruktazu Wykonawca przesle Zamawiajgcemu zakres

tematyczny/programu instruktazu. Zamawiajacy bedzie miat prawo do weryfikacji zakresu
tematycznego/programu instruktazu i zgtoszenia ew. dodatkowego zakresu tematycznego

Aktualny opis Srodowiska Zamawiajgcego zawarto w rozdziale IV (Opis istniejgcego srodowiska)

Definicje
1. Hiperkonwergentna infrastruktura wirtualizujgca (HCI) - to srodowisko sktadajgce sie z weztéw
(najczesciej serwerdw fizycznych), w ktérych zapewniono Scistg interakcje elementéw ich
infrastruktury, dotyczg mocy obliczeniowej (CPU, RAM) serwera, pamieci masowej (dyski) oraz

warstwy sieci, a realizowan poprzez dedykowang warstwe oprogramowania (ang. middleware)
zapewniajgca zunifikowany dostep do ww. zasobdw oraz uporzgdkowane nimi zarzadzanie.

2. Maszyna wirtualna (VM) — to oprogramowanie w petni emulujgce dziatanie serwera
fizycznego, umozliwiajgce uruchamianie programéw i aplikacji bez Scistego powigzania z
faktycznym serwerem fizycznym, na ktérym zostato zainstalowane, jednoczesnie bedace w
petnej izolacji od innych maszyn wirtualnych zainstalowanych na tym samym serwerze
fizycznym. Maszyny wirtualne mogg by¢ przenoszone pomiedzy serwerami fizycznymi bez
uszczerbku w ich dziataniu.

3. TB, Terabaijt - Jednostka uzywana w informatyce do okres$lania rozmiaru pamieci masowych,
plikéw, baz danych. Jej podstawa jest system dziesietny (1 TB = 1012 bajtéw = 10004 bajtow.)
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4. TiB, Tebibajt - Jednostka uzywana w informatyce do okreslania rozmiaru pamieci masowych,

plikow, baz danych. Jej podstawg jest system binarny (1 TiB = 240 bajtéw = 10244 bajtéw, 1
TiB~1,1 TB)

5. DWPD (ang. Drive Writes Per Day) — ilo$¢ catkowitych zapisdw dysku w ciggu dnia
6. RPO (ang. Recovery Point Objective)— okresla maksymalny dopuszczalny czas i/lub ilo$¢ danych

z jakiego dane mogg zostac utracone.

Opis wymagan hiperkowergentnej platformy wirtualizujgcej

1.

10.

11.

12.

13.

Wykonawca zobowigzany jest do dostarczenia platformy hiperkonwergentnej zapewniajacej
wszystkie wymienione ponizej minimalne wymagania.

Sprzet serwerowy oraz pamieci masowej serwera, oprogramowanie wirtualizujgce, zapewniajace
bezpieczenstwo danych oraz oprogramowanie do zarzadzania musi by¢ dostarczone,
zaprojektowane, zintegrowane oraz wspierane przez jednego dostawce.

Wszelki dostarczany sprzet (np. serwery, pamieci masowe/dyski) musi posiadaé potwierdzong
pisemnie (np. na stronie www producenta oprogramowania, na publicznie dostepnej liscie
kompatybilnosci) kompatybilno$¢ z dostarczanym oprogramowaniem hiperkonwergentej
platformy wirtualizujgcej

Komponenty takie jak wirtualne zasoby CPU, pamie¢ RAM, pamie¢ masowa oraz sie¢ muszg byé
definiowalne programowo oraz zarzgdzane przez pojedynczg zintegrowang konsole zarzadcza.
Oprogramowanie musi zapewnia¢ kompatybilnos¢, certyfikacje dla co najmniej 3 globalnych
producentéw sprzetu serwerowego serwerdw i byé niezalezne od konkretnego, okreslonego
dostawcy sprzetu.

Zintegrowana konsola zarzgdcza musi zapewnia¢ mozliwo$¢ wykonywania aktualizacji z jednego
miejsca wszystkich komponentéw hiperkonwergentnej platformy wirtualizujgcej.

Zintegrowana konsola zarzadcza musi zapewnia¢ ciggte monitorowanie, wykonywanie
automatycznej weryfikacji kompatybilnosci wersji dostepnego do aktualizacji oprogramowania
oraz automatyczne powiadamia¢ o tym fakcie Zamawiajgcego.

Hiperkowergentna platforma wirtualizujgca musi zapewnia¢ zdefiniowany poziom odpornosci na
awarie, obejmujgca co najmniej niedostepnosé jednego serwera fizycznego i/lub jednego dysku
pamieci masowej w pozostatych serwerach i/lub jednego niezaleznego komponentu sieciowego
— przetacznik sieciowy sieci komputerowej, przewdd sieci komputerowej, obstugujacego
platforme, a w wypadku wystgpienia takiej awarii musi zapewni¢ niezmienng wydajnosc
hiperkonwergentnej platformy wirtualizujgcej, bez koniecznosci interwencji doatkowych
czynnosci Zamawiajgcego.

Usuniecie przyczyny awarii opisanej powyzej powoduje automatycznie petne przywrdcenie
pierwotnej funkcjonalnosci hiperkonwergentnej platformy

Hiperkonwergentna platforma wirtualizujgca musi byé kompatybilna z siecig Ethernet 10Gb oraz
25Gb (IEEE 802.1) i musi by¢ niezalezne od rodzaju sprzetu sieciowego (np. producenta sprzetu
sieciowego)

Hlperkonwergentna platforma wirtualizujgca zapewniaé powinna wbudowang funkcje
udostepniania ustug pamieci masowe] (protokotami NFS i SMB) dla maszyn wirtualnych,
kontenerdw wirtualnych oraz zewnetrznych serwerdw fizycznych.

Hiperkonwergetna platforma wirtualizujgca powinna zapewnia¢ wsparcie dla konteneréw RedHat
Openshift oraz zapewnia¢ wirtualizacje baz danych

Hiperkonwergentna platforma wirtualizujgca powinna wspieraé¢ co najmniej hipervizor ESXi co
najmniej w wersji 6.x-7.x producenta VMWARE albo hiperwizor HyperV co najmniej w wers;ji
2019 producenta Microsoft,
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14.

15.
16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

Rozwigzanie musi umozliwia¢ uruchamianie klastrow Kubernetes za pomocg kreatora (tzw.
wizard), spetniajgc nastepujace kryteria.
musi umozliwia¢ natywne udostepnienie ustug pamieci masowej dla klastra Kubernetes
musi zapewnia¢ pamie¢ masowa musi obstugiwa¢ CSI (ang. Container Storage Interface)
zapewniajgcy zasoby dyskowe dla klastréw OpenShift,
musi zapewni¢ mozliwos¢ uruchomienia co najmniej jednego klastra Kubernetes oraz umozliwiac¢
ich zarzadzanie i orkiestracje,
musi umozliwiac replikacje w ramach lokalizacji hiperkonwergentnej platformy wirtualizujacych z
RPO wynoszgcym nie wiecej niz pie¢ minut oraz scenariusze Disaster Recovery (DR) dla réznych
hypervisorow w dwdch osrodkach. Zamawiajgcy wymaga, aby oprogramowanie posiadato taka
funkcjonalnos¢ lecz nie jest wymagane dostarczenie licencji
Hiperkonwergentna platforma wirtualizujgca musi wspiera¢ zautomatyzowane wielowarstwowe
(ang. Tiering) zasoby pamieci masowej polegajgce na taczeniu w Scisle wspdtpracujgce poziomy
dyskéw twardych zoptymalizowanych pod wzgledem ich wydajnosci (dyski SSD/NVMe) albo
pojemnosci (dyski SAS/SATA), a w przypadku braku takiego wsparcia zastosowane by¢é muszg
najwydajniejsze rozwigzania oparte tylko o dyski SSD/NVMe, a zastosowane dyski muszg mie¢ 3,5
DWPD oraz zapewnia¢ co najmniej 120 tys. zapisow/odczytow na sekunde
Zastosowane rozwigzanie wielowarstwowych zasobdw pamieci masowej musi zapewnia¢ wysokga
trwatosé nosnikow danych poprzez spetnienia warunkdéw, aby pamieé¢ masowa posiadata co
najmniej 120 tys. zapisow/odczytow na sekunde per serwer oraz co najmniej 20000 TBW.
W przypadku zastosowania mechanizmoéw zwiekszajgcych wydajnos¢ w oparciu o buforowanie
(ang. cache) danych, wéwczas wymagany wspdtczynnik warstwy wydajnosciowej do warstwy
pojemnosciowej to minimum 1/3.
Wszystkie wezty rozwigzania muszg by¢ hiperkonwergentne, wewnetrzne (lokalne) dyski
wszystkich weztéw muszg stanowié¢ klaster danych prezentowany jako jedna, rozproszona pula
zasobdéw dostepna dla wszystkich weztéw kontrolowanych przez dany wezet (server).
Rozbudowa platformy wirtualizujgcej, rozumiana jako dotfgczenie kolejnych weztéow (serwerdw)
musi uruchamia¢ mechanizmy automatycznego rownomiernego roztozenia wszelkich
komponentdéw wirtualnych, bez koniecznosci ingerencji Zamawiajacego.
Wezty obliczeniowe nie sg akceptowane. Kazdy wezet powinien mdc realizowad te same funkcje
co pozostate (homogeniczno$¢ rozwigzania).
Hiperkonwergentna platforma wirtualizujgca musi:
zapewnia¢ mozliwosé tworzenia maszyn wirtualnych w oparciu o indywidualne potrzeby dla
kazdej z nich obejmujgcych ilosci wykorzystywanych procesoréw wirtualnych, wirtualnej pamieci
operacyjnej, przestrzeni dyskowej oraz zasobdéw sieciowych,
umozliwia¢ dodawanie serweréw zapewniajgcych tylko zasoby dyskowe, ktére powiekszajg
sumaryczng pojemnos¢ platformy i moga tez nie dopuszcza¢ do uruchomienia maszyn wirtualnych
na tych serwerach,
zapewnia¢ mozliwos¢ kompresji danych, realizowang zaréwno w trakcie zapisu danych na nosnik,
jak i wtérnie, juz po dokonaniu takiego zapisu (reaktywnie).
zapewnia¢ mozliwos¢ deduplikacji danych, realizowang zaréwno w pamieci operacyjne weztow
jak i trakcie na nosnikach danych (ang. storage), to znaczy zapewnia¢ mechanizm, w ktérym
powtarzajgce sie identyczne dane przechowywane s3 pojedynczo,
umozliwia¢ podtgczanie maszyn wirtualnych do wybranych wirtualnych segmentéw sieci LAN
dostarczanych do platformy przy uzyciu konwergentnych protokotéw transmisji danych zgodnych
z 802.1q (tzw. Trunk) i obejmujgcych takze w ich punktach przytaczen do serweréw wsparcie
protokotow obstugi nadmiarowoscii rozdzielania ruchu (ang. load balance) np. LACP, etherchanel
(cisco),
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31.

32.

33.

34.

35.
36.

37.

38.

39.
40.

41.

42.
43.

44.

45.

46.

47.

48.

49.

50.

zapewnia¢ mechanizmy przenoszenia maszyn wirtualnych bezprzerwowo pomiedzy weztami w
platformy wirtualizujgcej,
zapewnia¢ mechanizmy wysokiej dostepnosci (ang. High Availability — HA), dla kazdej maszyny
wirtualnej w obrebie pojedynczej platformy wirtualizujgcej, dla ktdrej taka funkcjonalnosé (HA)
zostata uruchomiona,
zapewnia¢ mechanizmy automatycznego umiejscawiania nowych maszyn wirtualnych na
serwerach platformy o najmniejszym obcigzeniu, w tym zapewnia¢ mozliwos¢ automatycznego
przenoszenia maszyn wirtualnych pomiedzy weztami platformie wirtualizujacej w zaleznosci od
ich obcigzenia,
Platforma wirtualizujgca musi posiada¢ mozliwos$¢ przypisywania maszyn wirtualnych i innych
komponentow wirtualnych do okreslonych hostéw (serwerdw) platformy, a takze zapewniac
mozliwo$¢ ustalania zaleznosci pomiedzy okreslonymi maszynami wirtualnymi (ang. Affinity
Rules),
umozliwia¢ tworzenie i zarzgdzanie wirtualnymi sieciami w obrebie platformy wirtualizujace;j,
zapewniac obstuge protokotu automatycznego nadawania numerdéw IP (ang. DHCP),
posiadac wspdlng konsole zarzadzajgca do obstugi catej platformy,
posiada¢ mechanizmy kopiowania (tzw. klonowania) maszyn wirtualnych uruchomionych lub
nieaktywnych. Kopiowanie (klonowanie) maszyn wirtualnych musi by¢ wspierane mechanizmami
zasobéw pamieci masowej platformy,
posiada¢ wewnetrzny wirtualny przetgcznik sieciowy, zapewniajagcy mozliwos¢ konfiguracji
ustawien sieci na platformie wirtualizujgcej oraz umozliwiajgcy podtgczanie pojedynczych
segmentow sieci LAN, dostarczanych do platformy za posrednictwem tacza typu Ethernet (IEEE
802.1q), tzw. Trunk,
posiadac funkcjonalnosé dodawania i usuwania wielu weztéw platformy.
Maszyny wirtualne, kontenery i udostepniane zasoby dyskowe, zainstalowane i uzytkowne w
Hiperkonwergentnej platformie wirtualizacji muszg by¢ konfigurowalne w sposdéb indywidualny
i niezalezny od pozostatych maszyn wirtualnych, konteneréw i zasobéw dyskowych
udostepnianych w systemie i zapewniaé¢ konfiguracje przyznanej im pamieci operacyjnej,
procesoréw vCPU oraz przestrzeni dyskowej
Parametry pamieci masowej muszg by¢ konfigurowalne w oparciu o wbudowane mechanizmy
hiperkonwergentnej platformy wirtualizujgcej i realizowana na poziomie pamieci masowej do niej
podtgczonej, osobno dla kazdej maszyny wirtualnej lub kontenera/zasobu dyskowego
udostepnianego w ramach systemu wirtualizacji i obejmowac.
Kompresje danych przechowywanych na zasobach dyskowych platformy
Deduplikacje danych przechowywanych na zasobach dyskowych platformy, to znaczy zapewniac
mechanizm, w ktérym powtarzajgce sie identyczne dane przechowywane sg pojedynczo
kopie migawkowe (ang. Snapshot) z zachowaniem spdjnosci danych aplikacji
klonowanie maszyn wirtualnych z zachowaniem spdjnosci danych aplikacji
wspieracie odtwarzanie pojedynczych plikéw ze migawek systemu (ang. Snapshot), takze z
zachowaniem stanu maszyny wirtualnej.
W przypadku awarii pojedynczego serwera lub dysku i po jego naprawie, system musi wskazywac
przewidywany czas potrzeby do odbudowany danych
Platforma musi wspiera¢ na potrzeby integracji protokét REST API, co dotyczy jej wszystkich
komponentow.
Zamawiajgcy wymaga aby dostarczona platforma byta w petni redundantna i kompletna, a jezeli
do spetnienia wymagan wymagane sg dodatkowe licencje lub komponenty nalezy je dostarczy¢.
Wykonawca zobowigzany jest do dostarczenia wszystkich licencji wymaganych do wykorzystania
dostarczanych elementéw w Srodowisku Zamawiajgcego.
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Minimalne wymagania mechanizmu zarzgdzania dostarczonej i wdrozonej

hiperkonwergentng platforma wirtualizacji

10.

11.

12.

Wykonawca zobowigzany jest do zapewnienia zunifikowanego i zcentralizowanego mechanizmu
zarzadzania hiperkonwergentng platforma wirtualizujgca, zgodnie z ponizszymi wymaganiami.
Zarzadzanie Systemem musi odbywac sie z pojedynczej konsoli zarzadzajace;.

Konsola zarzadzajgca platformg wirtualizujgcg musi:

zapewnia¢ wysokg dostepnos¢ i odpornosé na awarie oraz powinna by¢ zainstalowana na
obstugiwanej platformie.

weryfikowaé kompatybilno$¢ planowanych do aktualizacji komponentéw platformy (m.in.
sterowniki serwerdw, oprogramowania nadzorcy (hipervizora), oprogramowanie zasobdéw
pamieci masowe] i dyskdow) eliminujagc mozliwos¢ omytkowego podniesienia jednego z
komponentéow do niewtasciwej wersji lub do wersji w ktérej nie bedzie on prawidiowo
wspotpracowat z pozostatymi komponentami platformy.

umozliwia¢ podnoszenie wersji oprogramowania (m.in. sterowniki serweréw, oprogramowania
hypervisora, oprogramowanie zasobdow pamieci masowej i dyskéw) bez powodowania przerw w
dziataniu platformy.

zapewnia¢ Zamawiajgcemu szczegdtowe informacje na temat zainstalowanych komponentéw
wirtualnych (np. maszyn wirtualnych i innych obiektéw wirtualnych) i prezentowac ich wydajnos¢
(wykorzystanie vCPU, vRAM, |OPS oraz opdznienia w dziataniu zasobdw pamieci masowej - ang.
latency) wraz ewentualnymi rekomendacjami

zapewnia¢ mozliwos¢ permanentnej integracji z posiadanymi przez Zamawiajgcego srodowiskami
wirtualizujgcymi opartymi o oprogramowanie VMware vSphere w wersji 6-7 (vCenter Standard).
Integracja musi obejmowac co najmniej widocznos¢ w konsoli zarzadzajacej wszelkich maszyn
wirtualnych zainstalowanych na istniejgcym Srodowisku Zamawiajgcego oraz udostepniaé
podstawowe informacje na ich temat wraz z mozliwoscig migracji

zapewniac integracje z Microsoft Active Directory

zapewniac¢ obstuge hiperkonwergentnej platformy wirtualizujgcej we wszystkich lokalizacjach
zdalnych, w ktérych zostata zainstalowana w ramach niniejszego zaméwienia.

Zamawiajgcy dopuszcza mozliwos¢ instalacji konsoli zarzgdzajacej poza platformg wirtualizujaca
(np. na osobnym serwerze fizycznym), jednak wéwczas wszelki wymagany sprzet oraz licencje
dostarczy Wykonawca.

Wykonawca dostarczy Zamawiajgcemu wszelkie informacje potrzebne m.in. do pobierania
aktualizacji, zgtaszania i odbierania zgtoszen serwisowych do producentéw komponentéw oraz do
realizacji innych dziatan zwigzanych z dziataniem platformy oraz dostarczy te informacje
Zamawiajgcemu najpozniej w dniu podpisania protokotu odbioru.

Minimalne wymagania w zakresie poziomu bezpieczenstwa dostarczonej

platformy

Wykonawca zobowigzany jest do dostarczenia platformy hiperkonwergentnej zapewniajgcej
poziom bezpieczenstwa opisany ponizej.

Szyfrowanie musi odbywac sie na poziomie systemu zasobu pamieci masowej i plaftorma musi
posiadac niezbedne licencje do takiego rodzaju szyfrowania danych.
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10.

11.

12.

13.

14.

15.

16.

17.

Hlperkonwergentna platforma wirtualizujgca musi:

wspierac¢ dwusktadnikowe uwierzytelnienie.

posiada¢  aktualizowane i udostepniane przez producenta informacje dotyczace
cyberbezpieczenstwa (tzw. Security Technical Information GUides), np. w formie listy odchylen, i
zapewnia¢ mozliwo$¢ automatycznej eliminacji nieprawidtowosci.

zapewnia¢ wysokg dostepnosé (ang. High Availability - HA). wysoka odpornosé na awarie, w
przypadku uszkodzenia poszczegdlnych komponentéw systemu (np. awaria wezta, awaria dysku,
awaria urzadzenia sieciowego, ang. Single Point Of Failure)

zapewnia¢ mozliwosc¢ integracji z systemami kopii zapasowych Zamawiajgcego np. CommVault,
Veem.

Integrowaé sie z posiadanymi przez Zamawiajgcego w pozostatych lokalizacjach platforma
wirtualizujgcg w zakresie przenoszenia maszyn wirtualnych pomiedzy osrodkami bez dodatkowej
zmiany formatu (Vmware VSphere w wersji 6-7).

zapewniac¢ odpornosé co najmniej na catkowitg awarie pojedynczego, nie powodujac przerwy w
pracy platformy.

posiada¢ wbudowany mechanizm zapewniajgcy mozliwos¢ szybkiego przywrdcenia systemu do
dziatania po catkowitej awarii (ang. Disaster Recovery), poprzez rozproszenie
hiperkonwergentnych platform wirtualizujgcych w réznych lokalizacjach geograficznych, takze
tych oddalonych do 150km i musi spetnia¢ ponizsze wymagania.

umozliwia¢ replikacje maszyn wirtualnych (zarzadzane per maszyna wirtualna) miedzy
geograficznie rozproszonymi lokalizacjami zachowujgc wspétczynnik RPO w wielkosci do 5 minut.
Zamawiajacy wymagane dostarczenie licencji jezeli takowe s3 konieczne.

umozliwia¢ replikacje maszyn wirtualnych (zarzadzane per maszyna wirtualna) miedzy
geograficznie rozporoszonymi lokalizacjami w modelu ,wiele do wielu” (kazda lokalizacja moze
posiada¢ maszyne replikowang do wiecej niz jednego kolejnego osrodka) dla co najmniej dwu
osrodkdéw

umozliwia¢ dla kazdej maszyny wirtualnej z osobna zachowanie obecnej adresacji IP lub
mapowaniem tej adresacji per maszyna wirtualna pomiedzy dowolnymi lokalizacjami.
Dopuszczalne jest, w przypadku gdyby system wbudowanej mozliwosci takiej nie posiadat, aby
przy spetnieniu powyzszych wymagan zostato dostarczone dodatkowe dedykowane narzedzie do
realizacji przywrdcenia systemu do dziatania po catkowitej awarii (ang. Disaster Recovery), w
szczegdlnosci z zapewnieniem zachowania wspdétczynnika RPO w wielkosci do 5 minut oraz
zapewnieniem mozliwosci okreslenia kolejnosci uruchomienia maszyn wirtualnym w pozostatych
wybranych lokalizacjach oraz spetniajgcy wszystkie powyzsze wymagania.

Hiperkonwergentna platforma wirtualizujgca musi zapewnia¢ mozliwos¢ przeprowadzania testéw
funkcji bezpieczenstwa takich jak, symulowanie awarii (ang. failover) oraz przywrdcenie
Srodowiska do dziatania po awarii (odpowiednio (ang. failback).

Dostarczone rozwigzanie hiperkonwergentnej platformy wirtualizujgcej musi  obejmowac
dostarczenie licencji na cato$¢ oprogramowania wirtualizujgcego, na kazdy dostarczony serwer
oraz na kazdy wymagajacy tego komponent.

Oprogramowanie platformy musi sie znajdowac¢ na liscie rozwigzan wspieranych przez
oprogramowanie do kopii zapasowych (ang. backup), producenta Commvault oraz Veem, ktére
posiada zamawiajacy.
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Minimalne wymagania dostarczonej i wdrozonej platformy w zakresie baz

danych

Wykonawca zobowigzany jest do dostarczenia hiperkonwergentnej platformy wirtualizujgcej
zapewniajgcej mozliwo$é dostarczania baz danych udostepnianych w modelu ustugowym,
zgodnie z wymaganiami opisanymi ponizej.

Platforma musi posiadaé wbudowane ustugi baz danych udostepnianych jako ustuga (ang.
Database as a service - DBaaS$), i by¢ zarzadzania z konsoli zarzadzajace;.

Platforma musi zapewniaé¢ wbudowane mechanizmy umozliwiajgce budowe klastrow baz danych
co najmniej takich producentéw jak: MsSQL, PostgreSQL, MongoDB

Platforma musi umozliwia¢ rozbudowe baz danych udostepnianych przez nig jako ustuga w
modelu horyzontalnym, poprzez doktadanie kolejnych weztéw baz danych zgodnie z przyjetym
standardem danego producenta bazy danych, zwiekszajgc tym samy wydajnos¢ i niezawodnos¢.
Platforma musi umozliwia¢ budowanie klastrow wysokiej dostepnosci baz danych
udostepnianych jako ustuga

Platforma musi zapewnia¢ mozliwos¢ integracji baz danych udostepnianych jako ustuga z
repozytorium tozsamosci Microsoft Active Directory.

Zamawiajgcy dopuszcza, ze w wypadku, gdy Platforma nie posiada wbudowanych ustug
udostepniania baz danych jako ustuga, wéwczas wymagane jest dostarczenie oddzielnego
kompletnego rozwigzania udostepniajgcego bazy danych w modelu ustugowym wraz z licencjami
i spetniajgcego wszystkie powyzej opisane wymagania.

Minimalne wymagania dostarczonej i wdrozonej platformy w zakresie

technicznym

Wykonawca zobowigzany jest do dostarczenia sprzetu dla hiperkonwergentnej platformy
wirtualizujgcej, zapewniajgcej wszystkie wymienione ponizej wymagania.
Platforma musi by¢ wyposazona w co najmniej 10 serwerdw wiodgcych producentéw, a kazdy
serwer musi by¢ wyposazonych co najmniej w:

a) dwa procesory Intel 24-rdzeniowe o taktowaniu co najmniej 3.00 GHz, klasy high-end.

b) 1024 GB pamieci operacyjnej RAM, taktowanej czes 3200 MHz DDR4/DDR5 RDIMM

c) Interfejsy sieciowe: 4 portéw 10/25 GbE SFP28

d) dwanascie dyskow SSD/NVMe o pojemnosci co najmniej 7.68 TB, rozwigzanie musi

posiadac 24 gniazda na dyski twarde.

e) dwa zasilacze 230V (redundancja)
Serwer musi umozliwiaé rozbudowe do 24 dyskéw SSD bez potrzeby zakupu dodatkowych potek
dyskowych i licencji.
Dyski twarde serwera muszg wchodzi¢ w sktad zasobu pamieci masowej dostepnej dla maszyn
wirtualnych i zapewnia¢ mozliwos¢ rozbudowy, poprzez dotozenie dyskéw bez wytgczania
serwera (ang. online).
Wykonawca zobowigzany jest do dostarczenia wszelkich, odpowiednich wktadek
Swiattowodowych typu 25Gb SFP28 do Systemu oraz typu 10Gb SFP+ do przetgcznikdéw oraz
innych wktadek wymaganych w rozwigzaniu.
Kazdy z serwerdw wchodzgcych w sktad Systemu musi by¢ wyposazony w modut zdalnego
zarzadzania zgodny ze standardem IPMI 2.0 z dedykowanym interfejsem sieciowym min.
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1.

10/100/1000 Base-T Ethernet, umozliwiajacy petne zarzgdzanie serwerem z wykorzystaniem
potgczenia w sieci TCP/IP przy uzyciu przegladarki internetowej i zapewnia¢ funkcjonalnosci:

a) dostep do konsoli serwera w trybie graficznym (konsola graficzna),

b) wtaczenie/wytgczenie /restart serwera,

c) zdalne podtaczenie nosnikéw danych,

d) instalacje systemu operacyjnego,

e) monitorowanie warunkdéw srodowiskowych, monitoring z mozliwoscig integracji.

f)  Wsparcie dla protokotu SNMP (wraz z dostarczeniem bibliotek MIB)
Wykonaweca dostarczy 2 stojgce szafy serwerowe rack, o szerokosci 19 cali oraz wysokosci 42U z
co najmniej 4 wentylatorami (z czujnikiem temperatury regulujgcej moment wtaczenia
wentylatoréw) przeznaczonymi do montazu w suficie tej szafy serwerowej, szafy umozliwiajgcej
montaz opisanych urzadzen hiperkonwergentnej platformy wirtualizujacej.

Minimalne wymagania dostarczonej i wdrozonej platformy w zakresie

licencji

Oprogramowanie do serwerowych systemow operacyjnych:

Licencje do serwerowego systemu operacyjnego Windows Server Datacenter 2022 lub nowsza
wersja z prawem do uzywania nieograniczonej liczby maszyn wirtualnych (ilos¢ licencji
uzalezniona od ilo$ci zaproponowanych serweréw/weztéw przez Wykonawce). Zaproponowane
licencje musze mieé¢ mozliwos¢ downgrade do wersji Windows Server Datacenter 2019.

Minimalne wymagania w zakresie Instalacja Srodowiska

Wszystkie komponenty (urzadzenia) dostarczone przez Wykonawce muszg zostaé ztozone w
funkcjonalng catos¢, m.in posiadac zainstalowang pamiec¢ operacyjng RAM, procesory, zasilacze,
wentylatory, dyski moduty sieciowe oraz inny wymagany dla danego komponentu osprzet.
Wszystkie urzadzenia dostarczone przez Wykonawce muszg zostac przez niego zamontowane w
serwerowniach Zamawiajgcego, w umieszczonych tam szafach serwerowych wskazanych przez
Zamawiajgcego, zgodnie z projektem technicznym. Dyski pamieci masowej zostang zamontowane
w macierzach dyskowych serwerdw i serwerach.

Wszystkie komponenty platformy, dostarczone przez Wykonawce muszg zostaé podtgczone
redundantnie, w uzgodnieniu z Zamawiajgcym do sieci energetycznej Zamawiajgcego, zgodnie z
projektem technicznym. Wszelkie przewody powinny byé zamontowane w przeznaczonych do
tego uchwytach montazowych.

Wszystkie dostarczone komponenty (np. serwery, przetaczniki) muszg zostaé podtgczone w
sposéb rozktadajgcy obcigzenie rownomiernie na dostepne linie zasilajgce, w taki sposdb, aby
obcigzenie (szczegdlnie w momencie wtaczania) nie powodowato zadziatania bezpiecznikdéw, oraz
w taki sposdb, aby utrata zasilania na jednej linii zasilajgcej nie powodowato przerwy w
funkcjonowaniu ani obnizenia wydajnosci systemu.

Zamawiajgcy wymaga dostarczenia wszystkich podzespotdow koniecznych do instalacji
dostarczonych serweréw w szafie montazowej oraz do podfaczenia do infrastruktury
Zamawiajgcego, obejmujgc miedzy innymi prowadnice, szyny, sruby, okablowanie, organizatory
okablowania, listwy zasilajgce.

Wszystkie komponenty dostarczone przez Wykonawce muszg zostaé podtgczone redundantnie z
wskazanymi przez Zamawiajgcego przetgcznikami sieci komputerowej z uzyciem potaczen
Swiattowodowych lub miedzianych, zgodnie z projektem technicznym. Wszelkie przewody

powinny by¢ zamontowane w przeznaczonych do tego uchwytach montazowych.
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Okablowanie uzyte przez Wykonawce musi zosta¢ oznaczone w sposob trwaty, po obu stronach i
opisane w dokumentacji powdrozeniowej systemu.

Minimalne wymagania w zakresie Wdrozenia hiperkowergentnej platformy

wirtualizujgcej

Konfiguracja Srodowiska

Wszystkie komponenty platformy zostang skonfigurowane sieciowo (konfiguracja numeréw IP,
interfejséw sieciowych, protokotow LACP) i obejmuje takie serwery, urzgdzenia sieciowe,
macierze dyskowe oraz inne komponenty tego wymagajace, zgodnie z projektem technicznym.
Skonfigurowane potaczenia sieciowe muszg uwzglednia¢ podziat wg. funkcjonalnosci co oznacza
m.in. separacje (vlan) segmentéw sieci odpowiedzialnych za obstuge urzadzen blokowych, za
zarzadzanie urzadzeniami (interfejsy managementowe serwerdw oraz innych urzadzen) oraz
sieci przeznaczone dla maszyn wirtualnych, zgodnie z projektem technicznym.

Potaczenia sieciowe muszg zostac skonfigurowane w oparciu o protokoét agregacyjny (np. LACP), w

trybie zapewniajgcym nadmiarowos¢é potaczenia oraz jednoczesnie aktywng prace wszystkich linkéw
sieciowych.

Wdrozenie sSrodowiska

1.

vk wnN

o

10.

11.

12.

13.

14.
15.

Wykonawca uruchomi hiperkonwergentng platforme wirtualizujgcg we wskazanych lokalizacjach
Zamawiajgcego, realizujac ponizsze wymagania.

Oprogramowanie platformy zostanie zainstalowane na dostarczonych serwerach

Wszystkie komponenty platformy bedg dziatajgce i aktywne.

Wszystkie komponenty platformy bedg dostepne i w petni centralnie zarzadzane.

Konsola zarzadzajgca bedzie zintegrowana z repozytorium uzytkownikow Active Directory,
zapewni konfiguracje odpowiednich uprawnien do platformy

Skonfigurowane zostang odpowiednio serwery DNS i NTP wraz SMTP(powiadomienia)

Konsola zarzadzajgca bedzie realizowata wszystkie oczekiwane niniejszym dokumentem
wymagan

Integracja hiperkonwergentnej platformy wirtualizujgcej z istniejgcymi  systemami
wirtualizujgcymi Zamawiajgcego powinna spetnia¢ ponizsze wymagania

Zamawiajgcy wymaga integracji platformy z istniejgcymi srodowiskami Vmware Vsphere 6.x-7.x
posiadanymi przez Zamawiajgcego.

Integracja z istniejgcy platforma wirtualizujgcg Zamawiajgcego musi sie odbywaé co najmniej w
taki sposdb aby wszystkie maszyny byly widoczne w konsoli zarzgdzajgcej oraz dostepna byta
mozliwos$¢ podgladu ich konfiguracji oraz tatwego przeniesienia na nowa hiperkonwergentng
platforme wirtualizujaca.

Testy akceptacyjne beda obejmowaé co najmniej ponizsze scenariusze, z uwzglednieniem zasady,
ze zadne z ponizszych dziatarn nie moze spowodowac przerwy w dziataniu platformy. Platforma
powinna zapewniac:

Odpornos¢ platformy na odtgczenie pojedynczego dysku z serwera lub macierzy dyskowej (jezeli
ja dostarczono).

Odpornos¢ platformy na odtgczenie pojedynczego serwera lub macierzy dyskowe] (jezeli jg
dostarczono) lub ich podzespotéw np. karty sieciowej, procesora, dysku, wktadki sieciowej).
Odpornos¢ platformy na awarie pojedynczego przetgcznika sieciowego (ethernet)

Odpornos¢ platformy na awarie jednego ze zrddet zasilania w energie elektryczng.
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16.

17.
18.
19.
20.
21.
22.
23.
24.

25.
26.
27.
28.
29.
30.

31.

32.

Odpornos¢ platformy na awarie pojedynczego tgcza sieci komputerowej (np. patchcord
Swiattowodowy i miedziany)

Odpornos¢ platformy na awarie konsoli nig zarzadzajacej

Odpornos¢ platformy na awarie w jednej z lokalizacji w ktdrej zostata zainstalowana.
Podtaczenie w trybie on-line dodatkowego wezta do platformy

Odtaczenie w trybie on-line istniejgcego wezta platformy

Podtaczenie w trybie online dodatkowego dysku do serwera i macierzy (jezeli jg dostarczono),
Migracje czynnych maszyn wirtualnych (VM) pomiedzy weztami platformy.

Klonowanie czynnych maszyn wirtualnych (VM) na platformie.

Powotanie (ang. deploy) nowej maszyny wirtualnej o okreslonych parametrach, w tym takze z
powszechnych formatéw instalacyjnych (np. OVF).

Witaczenie, wytgczenie i restart maszyny wirtualnej na platformie.

Przetgczanie maszyn wirtualnych/srodowisk pomiedzy lokalizacjami

Tworzenie klastrow RedHat OpenShift z uwzglednieniem systemu plikow CSI (ang. Container
Storage Interface),

Wykorzystywanie mechanizmu automatycznego zarzagdzania numerami IP.

Powyzsze testy muszg by¢ udokumentowane w dokumentacji powdrozeniowej systemu.
Integracja z systemem backup Zamawiajgcego obejmujace systemy producentéow Veem oraz
CommVault.

Wykonawca przeprowadzi jednodniowy instruktaz stanowiskowy dla dwdch administratoréw
Zamawiajgcego obejmujacy instalacje i konfiguracje dostarczonego rozwigzania. Instruktaz
powinien sie rozpoczaé¢ najpdzniej do trzech dni od zakoriczenie instalacji i konfiguracji.
Dokumentacja powykonawcza powinna zawiera¢ co najmniej opis infrastruktury, schematy
potgczen komponentéw platformy, adresacja IP , konfiguracja wszystkich komponentow,
instrukcja administratora systemu (co najmniej opisujgcg tworzenie, konfiguracja, migracja,
klonowanie, usuwanie maszyn wirtualnych), instrukcje eksploatacyjng (zawierajaca co najmniej
administrowanie platformg, a w tym administrowanie urzadzeniami sieciowymi, wgrywanie
poprawek, procedury DR, przetgczanie pomiedzy lokalizacjami)

Minimalne wymagania w zakresie Swiadczenia ustug asysty technicznej

1.

Wykonawca po zakonczeniu wdrozenia $wiadczy¢ bedzie ustugi asysty technicznej polegajacej na
implementacji nowych funkcjonalnosci lub modyfikacji juz istniejgcych modutéw dostepnych
w ramach dostarczonej i wdrozonej platformy.

Ustuge asysty technicznej Wykonawca zobowigzuje sie s$wiadczyé na kaide zadanie
Zamawiajgcego, tj. kazdorazowo na podstawie pisemnego zlecenia asysty technicznej,
wystawianego przez Zamawiajgcego.

Zakres, sposdb oraz termin realizacji zostanie uzgodniony na etapie przedstawienia wymagan
przez Zamawiajgcego i wyceny pracochtonnosci przez Wykonawce, poprzedzajgcych zlecenie.
Zlecenia bedg obejmowaé w szczegdlnosci wsparcie pracownikéw Zamawiajgcego w
uzytkowaniu platformy zaréwno techniczne jak i merytoryczne oraz implementacje nowych
funkcjonalnosci lub modyfikacji juz istniejgcych dostepnych w ramach wdrozonej platformy.
Ustugi asysty technicznej Wykonawca zobowigzuje sie realizowa¢ w dwéch formach:

— w siedzibie Zamawiajgcego przez pracownikéw Wykonawcy na podstawie pisemnego
zlecenia Zamawiajgcego okreslajgcego zakres oraz termin wykonania tych ustug,
uzgodnionych wczesniej z Wykonawcg. Ustugi te beda swiadczone, przez liczbe godzin
wskazanych w zleceniu,
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— zdalnie przez pracownikéw Wykonawcy na podstawie pisemnego zlecenia
Zamawiajgcego okreslajgcego zakres oraz termin wykonania tych ustug, uzgodnionych
wczesniej z Wykonawca. Ustugi te beda swiadczone, przez okreslong liczbe godzin w
danym dniu. Wykonawca udostepni narzedzie umozliwiajgce zdalng komunikacje, ktére
w uzgodnieniu z Zamawiajacym zostanie uruchomione na stacji roboczej pracownika
Zamawiajgcego.

5. Powykonaniu ustug Wykonawca przedtozy Zamawiajgcemu protokot z wykonania ustug asysty
zawierajacy ich rodzaj, zakres oraz termin.

6. Zamawiajacy zastrzega sobie prawo do nie udzielania zlecer na ustugi asysty technicznej.

Gwarancja

1. Wszystkie komponenty hiperkonwergentnej platformy wirtualizujgcej muszg pochodzi¢ z
autoryzowanego kanatu dystrybucji producenta przeznaczonego na teren Unii Europejskiej.
Serwis gwarancyjny musi posiada¢ przynajmniej jeden kontakt na terenie Polski.

Wykonawca udziela Zamawiajgcemu gwarancji na prawidtowe dziatanie dostarczonego
rozwigzania na okres co najmniej 36 miesiecy.

4. Udzielana gwarancja dotyczy wszystkich dostarczonych elementdéw platformy, m.in. procesory,
kontrolery dyskowe, wszelkiego rodzaju pamieci, zasilacze, wentylatory, moduty sieciowe,
oprogramowanie oraz wszelkie wykonane podczas realizacji postepowania prace.

5. Okres gwarancji rozpoczyna sie od daty podpisania protokotu odbioru przedmiotu zamdwienia
bez zastrzezen.

6. Serwis gwarancyjny bedzie realizowany przez producenta sprzetu, oprogramowania lub przez
autoryzowanego partnera tego producenta.

7. Wykonawca odpowiada za realizacje swiadczenia serwisu gwarancyjnego oraz prawidtowos¢ jego
realizacji.

8. Uszkodzone nosniki danych pozostajg u Zamawiajgcego

9. Dostarczane komponenty systemu muszg by¢ objete dostepnoscig czesci zamiennych producenta
przez co najmniej 5 lat od daty podpisania protokotu odbioru bez zastrzezen.

10. Odbiér przedmiotu zamowienia uwzglednia dostarczenia przez Wykonawce wszelkich kart
gwarancyjnych producenta komponentdow rozwigzania zawierajgce informacje potwierdzajace
date produkcji sprzetu oraz kanat dystrybucyjny (kanat sprzedazy).

11. Przez caty okres gwarancji Wykonawca ma obowigzek do bezptatnego zapewnienia:

12. Aktualizacji oprogramowania (software i firmware) wszelkich komponentéw platformy

13. Zgtoszenia serwisowe i gwarancyjne do Wykonawcy beda realizowane w oparciu o ponizsze
zasady.

14. Zamawiajacy bedzie zgtaszat zgtoszenia serwisowe za posrednictwem co najmniej dostepnego
panelu www, za posrednictwem poczty oraz telefonicznie/SMS.

15. Wykonawca dokonuje przyjecia zgtoszenia pisemnym potwierdzeniem przyjecia zgtoszenia o
awarii, na adres email lub telefon/SMS podany przez Zamawiajgcego, nie pdzniej niz w ciggu 2
godzin od zgtoszenia przez Zamawiajacego.

16. Wykonawca przystgpi do usuniecia zgtoszonej przez Zamawiajgcego awarii bez zbednej zwtoki.

17. Naprawa tj. petne przywrdcenie funkcjonalnosci systemu musi by¢é wykonane nie pdzniej niz w
ciggu kolejnego dnia roboczego nastepujacego po dniu w ktérym zgtoszenie zostato zgtoszone
przez Zamawiajgcego.

18. W uzasadnionych sytuacjach dopuszczalne jest zastosowanie tymczasowego ,obejscia” w

rozwigzaniu problemu, jednak w takim wypadku wymagana jest akceptacja Zamawiajgcego dla
takiego ,obejscia” , a czas naprawy moze w takim wypadku ulec wydtuzeniu do 5 dni roboczych.
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Iv.

19.

20.

21.

22.

23.

24,

25.

26.

27.

28.

Naprawy lub wymiana gwarancyjna bedzie realizowana przez Wykonawce w miejscu uzytkowania
urzadzen przez Zamawiajgcego.

Serwis gwarancyjny musi by¢ Swiadczony co najmniej od poniedziatku do pigtku (z wyjatkiem dni
wolnych od pracy) w godzinach 7-17.

W przypadku koniecznosci wymiany catego komponentu systemu, wéwczas jego wymiana moze
nastgpic tylko w sposéb i w terminie, na ktéry zgodzi sie Zamawiajgcy.

Wykonawca dokonuje naprawy (lub wymiany elementu) w siedzibie Zamawiajgcego.

Gwarancja obejmuje wszelkie czynnosci zwigzanych z przywréceniem petnej funkcjonalnosci
platformy, w tym obejmuje koszt niezbednych czesci zamiennych, koszt ich transportu oraz
wszelkie inne wymagane do ich wymiany koszt.

Zamawiajgcy ma prawo do dodawania nowych komponentéw (sprzetowych i programowych)
dowolnych producentéw oraz wymiany zainstalowanych komponentéw samodzielnie lub z
pomocg Wykonawcy bez utraty gwarancji na zakupiony sprzet.

Zamawiajgcy ma prawo do wymiany podzespotéw we wiasnym zakresie jednak tylko po
wczesniejszym uzgodnieniu z Wykonawcg. Wykonawca moze odmoéwi¢, wéwczas sam dokonuje
takiej wymiany w terminie do 5 dni roboczych.

Wszelkie umowy podwykonawstwa zawarte przez Wykonawce z podmiotami trzecimi nie zwalnia
Wykonawcy z odpowiedzialnosci i zobowigzan wynikajgcych z Umowy.

Korzystanie przez Zamawiajgcego z wszelkich dostarczonych przez Wykonawce komponentow,
m.in. sprzetu, oprogramowania oraz ustug nie moze stanowi¢ naruszenia majgtkowych praw
autorskich oséb trzecich.

Zamawiajgcy moze wymagac dostarczenia wraz z wszelkimi komponentami oswiadczenia
przedstawiciela producenta potwierdzajgcego wazno$¢ uprawnien gwarancyjnych na terenie
Polski.

Opis istniejgcego sSrodowiska Zamawiajgcego

1.1. Zamawiajgcy aktualnie posiada srodowiska wirtualizujgce oparte o rozwigzanie VMWARE
vSphere 6.x - 7.x,

1.2. Srodowisko wirtualizujgce sktada sie z 10 serweréw fizycznych, wyposazonych w dwa
procesorowy Intel. z zainstalowanym oprogramowaniem hipervizoara ESXi w wersji 6.x - 7.x

1.3. Srodowisko wirtualizujgce zarzadzane jest dedykowanym oprogramowaniem Vmware
vCenter 6.x - 7.x Standard zainstalowanym jako maszyna wirtualna.

1.4. Srodowisko wyposazone jest w system backupu producenta Veem

1.5. Orientacyjna ilo$¢ maszyn wirtualnych zainstalowana na srodowisku wynosi 200 szt.

1.6. Srodowisko jest wyposazone w macierze dyskowe (SAN) pracujace w technologii FC/iSCSI.

1.7. Srodowisko wirtualizujagce wyposazone jest w system backup oparte o rozwigzanie
producenta Veem w wersji 12.x, wykorzystujgce dedykowany serwer wraz z przestrzen
dyskowa.

1.8. Srodowisko zintegrowane jest z centralng platforma monitoringu oparta o rozwigzanie
Zabbix.
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