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Wymagania sprzetowe

Do instalacji i prawidtowego dziatania systemu EZD RP potrzebna jest infrastruktura serwerowa
0 ponizej podanych parametrach.

1.

Infrastruktura serwerowa przy wdrozeniach dla organizacji do 2000 uzytkownikéw:

o
o
o

procesor lub procesory: 102 vCPU,

pamie¢ RAM: 1024 GB,

przestrzen dyskowa: 32 TB (RAW), 100% przestrzeni na dyskach NVMe/SSD lub 30%
przestrzeni na szybkich dyskach NVMe/SSD na potrzeby obliczen i bufora danych plus
70% przestrzeni na dyskach SSD/HDD na potrzeby przechowywania danych,

opcjonalnie karta GPU*: 1 x Nvidia; Compute Capability 7.0+; RAM: 24 GB+; 10 000+ rdzeni
CUDA (np. Ampere A40 48 GB RAM lub GeForce RTX 3090 24 GB).

Infrastruktura serwerowa przy wdrozeniach dla organizacji do 300 uzytkownikow:

(@)
o
(@)

procesor lub procesory: 32 vCPU,

pamie¢ RAM: 96 GB,

przestrzen dyskowa: 3 TB (RAW), rekomendowane co najmniej 1 TB przestrzeni na
szybkich dyskach NVMe/SSD na potrzeby obliczen i bufora danych plus dyski SSD/HDD
na potrzeby przechowywania danych,

opcjonalnie karta GPU*: 1 x Nvidia; Compute Capability 7.0+; RAM: 10 GB+; 8000+ rdzeni
CUDA (np. GeForce RTX 3080 10 GB RAM).

Infrastruktura serwerowa przy wdrozeniach dla organizacji do 50 uzytkownikéw:

0O0O0O0

procesor lub procesory: 16 vCPU,

pamie¢ RAM: 48 GB,

przestrzen dyskowa: 1 TB (RAW) na szybkich dyskach NVMe/SSD,

opcjonalnie karta GPU*: 1 x Nvidia; Compute Capability 7.0+; RAM: 10 GB+; 3500+ rdzeni
CUDA (np. GeForce RTX 3060 12 GB RAM).

Powyzsze parametry obejmuja zapotrzebowanie na moc obliczeniowa i przestrzen dyskowa dla:
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aplikacji EZD RP (wraz z instancjg testowa, edukacyjng i preprodukcyjng),
relacyjnych i nierelacyjnych baz danych i systemow kolejkowych,
klastrowego systemu plikdw,

wirtualizacji infrastruktury (laaS),

Srodowiska uruchomieniowego konteneréw Kubernetes.

* zastosowanie kart GPU jest opcjonalne, rekomendowane w przypadku wykorzystywania niektérych funkcji
modutu sztucznej inteligencji (S1) np. rozdzielania korespondenciji, proponowania klas JRWA, znajdowania
podobnych spraw (zastosowane modele S| wymagajg douczenia z uzyciem danych wiasnych instytucji uzytku-
jacej system EZD RP; wigczenie wymienionych funkcji nie jest wymagane do prawidtowego dziatania systemu).
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Zasoby rekomendowane dla wdrozen EZD RP nie uwzgledniajg dodatkowych wymagan sprzetowych
koniecznych do dziatania systemow bezpieczenstwa oraz urzadzen infrastruktury sieciowej. W przy-
padku wystgpienia niestandardowych obcigzen, typu masowa archiwizacja, czy rownolegte przesytanie
duzej liczby plikdw, wymienione parametry sprzetowe moga nie by¢ wystarczajgce.

Rekomendowane rozwigzania techniczne

W celu zapewnienia odpowiedniego poziomu bezpieczenstwa, niezawodnosci i wydajnosci zalecana
jest wirtualizacja infrastruktury serwerowej oraz sieciowej i zastosowanie wbudowanych w platformy
wirtualizacyjne rozwigzan klastrowych, failover oraz replikacji, a takze ulokowanie urzadzen i systemow
w dwaoch niezaleznych serwerowniach.

Zalecane jest, aby bazy danych i systemy kolejkowe oraz repozytorium dziataty w trybie wysokiej
dostepnosci (failover, replikacija, klaster) i umozliwiaty odtworzenie danych oraz przywrécenie dziata-
nia ustug zgodnie ze standardami obowigzujgcymi w instytucji.

W zalezno$ci od oczekiwanego poziomu bezpieczenstwa oraz posiadanych kompetencji mozliwe jest
wykorzystanie darmowego oprogramowania open source, oprogramowania open source ze wsparciem
producenta (subskrypcje odptatne) lub komercyjnych rozwigzan w zakresie:

relacyjnej bazy danych,

klastrowego systemu plikéw lub repozytorium obiektowego (programowego lub sprzetowego),
wirtualizacji infrastruktury (laaS),

Srodowiska uruchomieniowego konteneréw Kubernetes.
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Srodowisko uruchomieniowe systemu EZD RP

Aplikacja EZD RP zostata zaprojektowana i przygotowana do implementacji w srodowisku urucho-
mieniowym konteneréw Kubernetes. Obrazy kontenerow wraz z kreatorami utatwiajgcymi wdrozenie
aplikaciji i przeprowadzenie wstepnej konfiguracji zostang udostepnione w repozytorium. Przygotowany
zostanie réwniez kreator pozwalajacy na automatyzacije instalacji aktualizacji oraz wdrazanie kolejnych
wydan EZD RP.
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W zastosowaniach produkcyjnych do prawidliowego dziatania aplikacji serwerowej EZD RP konieczne
sg hastepujace ustugi i zasoby (niezaleznie od Srodowiska Kubernetes):

O relacyjna baza danych zgodna z PostgreSQL, MS SQL lub Oracle oraz konto systemowe
umozliwiajgce utworzenie i korzystanie z bazy danych,

O nierelacyjne bazy danych i systemy kolejkowe MongoDB, Redis, Rabbit,

O ustuga sktadowania plikéw w postaci udziatu sieciowego NFS lub repozytorium obiektowego
programowego lub sprzetowego zgodnego z protokotem S3,

O publikowana nazwa DNS (publicznie lub wewnetrznie) dla serwera aplikacji EZD RP,

O certyfikat SSL typu Wildcard dla domeny w liczbie odpowiadajgcej uruchamianym instan-
cjom (np. testowa, edukacyjna, produkcyjna),

O ustuga wysyitki poczty SMTP i konto umozliwiajgce korzystanie z tej ustugi.

Srodowisko uruchomieniowe konteneréw
Kubernetes | system operacyjny

Kubernetes jest srodowiskiem pozwalajgcym uruchamiaé aplikacje kontenerowe w sposéb niezalezny
od uzywanych serwerdw wirtualnych lub fizycznych. Dzieki duzej liczbie dostepnych rozwigzan
komercyjnych i open source oraz otwartosci platformy Kubernetes klaster lub jednoweztowe $rodo-
wisko mozna zainstalowac i uruchomic¢ na niemal dowolnym systemie operacyjnym niezaleznie od
stosowanego systemu wirtualizaciji.

Popularne, szeroko stosowane i rekomendowane na chwile obecng srodowisko to OS Linux Ubuntu 20.x.
W przypadku duzych instytuciji kilkka serweréw Ubuntu bedzie zasobem wieloweztowego klastra Kubernetes.

Dla instalacji obstugujacej pojedyncza instytucje i maksymalnie 1000 uzytkownikOw polecamy uzycie
odmiany Srodowiska Kubernetes k3s (Lightweight Kubernetes) w potaczeniu z systemem Rancher,
ktéry pozwala na uruchamianie i zarzadzanie srodowiskiem Kubernetes. Wiecej informacji na temat
tych rozwigzan mozna znalez¢ na stronach:

https://kubernetes.io/pl/docs/concepts/overview/what-is-kubernetes/
https://rancher.com/docs/k3s/latest/en/



https://kubernetes.io/pl/docs/concepts/overview/what-is-kubernetes/
https://rancher.com/docs/k3s/latest/en/

Rekomendowane wymagania
sprzetowe i programowe

oraz scenariusze implementacji
systemu EZD RP

Rekomendowane scenariusze
implementacji EZD RP

W zaleznosci od charakteru uzycia systemu i planowanych obcigzen Srodowiska przez uzytkownikow
i/lub zintegrowane systemy rekomendowane sg nastepujgce warianty implementacii:

1.
i repozytorium plikéw.

Jednoweztowe Srodowisko Kubernetes ze zintegrowanymi ustugami bazy danych

Rozwigzanie to polecane jest do zastosowan testowych, ewaluacyjnych, edukacyjnych,
deweloperskich z uwagi na brak dostatecznych zabezpieczen chronigcych przed utratg danych.
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Jednoweztowe sSrodowisko Kubernetes potaczone z zewnetrznymi ustugami baz danych
i repozytorium plikéw.

Wariant rekomendowany do zastosowan produkcyjnych. Mozna stosowac go dla niewielkich
obcigzen i maksymalnie 300 uzytkownikéw. Oprécz srodowiska Kubernetes nalezy zaimple-
mentowac relacyjne i nierelacyjne bazy danych, systemy kolejkowe i repozytorium plikéw
oraz wskazac aplikacji EZD RP parametry potaczenia do uruchomionych ustug. Oczekiwane
parametry RPO i RTO determinujg sposéb implementacji baz danych i repozytorium plikéw oraz
zastosowanie odpowiednio:

O rozwigzan klastrowych active-active lub active-passive,
O replikacji synchronicznej lub asynchronicznej danych i plikow,
O okreslonych interwatow wykonywania kopii zapasowych i retencji backupu.
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Wieloweztowe klastrowe sSrodowisko Kubernetes potaczone z zewnetrznymi ustugami
baz danych, systeméw kolejkowych i repozytorium plikéw - skalowalne i redundantne.
Wariant implementacji polecany dla zastosowan produkcyjnych dla duzej liczby uzytkow-
nikow. Oferuje wysoki poziom dostepnosci systemu i zapewnia jego nieprzerwane dziatanie
w przypadku awarii pojedynczych komponentéw. Oprocz Srodowiska Kubernetes nalezy zaim-
plementowac relacyjne i nierelacyjne bazy danych, systemy kolejkowe i repozytorium plikow
oraz wskazac aplikacji EZD RP parametry potagczenia do uruchomionych ustug. Oczekiwane
parametry RPO i RTO determinujg sposob implementacji baz danych i repozytorium plikbw oraz
zastosowanie odpowiednio:

O rozwigzan klastrowych active-active lub active-passive,
O replikacji synchronicznej lub asynchronicznej danych i plikow,
O okreslonych interwatéw wykonywania kopii zapasowych i retencji backupu.
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