Zalacznik nr 3
SZCZEGOLOWY OPIS PRZEDMIOTU ZAMOWIENIA

Przedmiotem zamoéwienia jest rozbudowa infrastruktury zamawiajacego poprzez dostawe, zainstalowanie oraz skonfigurowanie macierzy All Flash. Pod
pojeciem: ,,macierz dyskowa typu All Flash” rozumie si¢ zestaw dyskow SSD kontrolowanych przez minimum pojedyncza par¢ kontroleréw macierzowych

kontrolujacych wszystkie zasoby dyskowe macierzy. Zamawiajacy okre$la wymogi dotyczace przedmiotu zaméwienia w nastepujacy sposob:

Lp Element przedmiotu zaméwienia Opis wymagan minimalnych

Macierz musi by¢ wyposazona w 15 dyskow SSD SAS 2,50
pojemnosci minimum: 7,6 TB kazdy lub 7 dyskow SSD SAS 2,5 o
pojemnosci minimum 15 TB. Roztozenie dyskéw w macierzy musi

1 Wymagana przestrzen dyskowa ., . . . .
zapewniac redundancje pozwalajaca na nieprzerwang prace i dostep
do wszystkich danych w sytuacji awarii pojedynczego komponentu

sprzetowego typu; dysk, wentylator, kontroler, zasilacz.

2 Dyski hot spare Skonfigurowane dyski zapasowe (Spare) lub przestrzen spare w

ilosci/pojemnosci zalecanej przez producenta




Architektura

Pojedyncza macierz ztozona z co najmniej 2 kontrolerow
macierzowych. Macierz umozliwia wymiang kontrolerow - w
przypadku awarii lub planowanych zadan utrzymaniowych - bez
koniecznosci wylaczenia zasilania calej macierzy. Kontrolery
macierzy wyposazone sg w procesor wykonany w technologii
wielordzeniowej z minimum 10 rdzeniami. Kazdy kontroler macierzy
pozwala na konfiguracje interfejsow niezbednych dla wspotpracy w
sieci IP/FC SAN. Kontrolery macierzy obstuguja tryb pracy w
uktadzie active-active. Macierz musi by¢ wyposazona, w co najmnie;j
256 GB RAM natywnej pamieci cache. Pojemno$¢ pamiegci cache
nie moze by¢ osiggana poprzez wykorzystanie przestrzeni na dyskach
SSD lub dodatkowych kartach z pamigcia flash. Macierz wyposazona
w potaczenia dyskowe SAS 12 Gb. Obudowa ze wszystkimi
komponentami umozliwiajagca montaz w standardowej szafie typu
rack 19. Obudowa posiada uktad nadmiarowy zasilania i chtodzenia
zapewniajacy ciagla prace macierzy bez ograniczen czasowych i
wydajnosciowych w przypadku utraty nadmiarowosci w danym
uktadzie zasilania lub chtodzenia. Obudowa posiada widoczne
elementy sygnalizacyjne do informowania o stanie poprawnej pracy
lub awarii macierzy.

Liczba portéw zewnetrznych

Macierz natywnie (bez stosowania dodatkowych przetacznikow lub
koncentratoréw FC) musi posiada¢ minimum 4 porty FC 32 Gb/s
typu host. Dodatkowo macierz musi posiada¢ 4 porty FC 32 Gb/s
lub 4 porty 10GbE z mozliwoscig skonfigurowania ich do obstugi
zdalnej replikacji danych do macierzy zapasowej z wktadkami
przypadajacymi na kazdy z kontrolerow.




Ochrona danych

RAID 6 lub system RAID chronigcy przed jednoczesng awaria
dowolnych dwoch dyskow w pojedynczej grupie RAID.

Ochrona spdjnosci danych

Macierz musi by¢ odporna na utrate spojnosci danych w pamigci
cache na wypadek nagtej awarii zasilania cache. Macierz musi
zapewnia¢ bezpieczny zrzut zawarto$ci pamigci cache na pamieé
nieulotng (Flash/SSD) w razie utraty zasilania.

Skalowalno$¢

Macierz musi posiada¢ mozliwo$¢ rozbudowy o 2 krotnosé¢
zaoferowanej pojemnosci dyskowej, bez wymiany istniejgcych
dyskéw typu Flash/SSD, bez wymiany zaoferowanych kontrolerow
macierzowych.

Wolumeny logiczne

Macierz musi wspiera¢ kreowanie wolumendw logicznych w
rozmiarach, co najmniej 16 TB.

Funkcjonalnos¢

Macierz musi umozliwia¢ replikacje zdalng w nastepujacych trybach:
jeden do jednego, jeden do wielu, wiele do jednego.
Oprogramowanie musi zapewnia¢ funkcjonalno$¢ zawieszania i
ponownej przyrostowej resynchronizacji kopii z oryginatem oraz
zmiany rol oryginatu i kopii (dla okreslonej pary dyskoéw logicznych
LUN macierzy) z poziomu interfejsu administratora. Macierz posiada
wsparcie dla systemow operacyjnych: Windows Server
2008/2012/2016, Suse Linux, Centos, Oracle Linux, Oracle VM,
RedHat, VMWare. Macierz wyposazona w system kopii
migawkowych umozliwiajacych wykonanie minimum 4 tysiecy kopii
migawkowych (RoW lub CoW). Macierz umozliwia dokonywanie w
trybie on-line (tj. bez wyltaczania zasilania i bez przerywania
przetwarzania danych w macierzy) operacje: powigkszenia grup
dyskowych, zwigkszenia rozmiaru woluminu, alokowania woluminu
na inng grupe dyskowa.
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Administracja

Zarzadzanie macierzg musi by¢ mozliwe z poziomu pojedynczego
interfejsu graficznego i interfejsu znakowego. Oprogramowanie do
zarzadzania musi pozwala¢ na statle monitorowanie stanu macierzy
oraz mozliwo$¢ konfigurowania jej zasobow dyskowych. Wymagane
jest rbwniez monitorowanie wydajnosci macierzy wedhlug
parametrow takich jak: przepustowos¢ oraz liczba operacji I/O dla
interfejsow zewnetrznych, wewnetrznych, grup dyskowych, dyskow
logicznych (LUN). Wymagane jest gromadzenie historycznych
danych wydajno$ciowych i ich analiza. System zapewnia mozliwo$¢
samodzielnego i automatycznego powiadomienia producenta i
administratoréw Zamawiajacego o usterkach za pomoca wiadomosci
wysytanych przez protok6t SNMP lub SMTP.
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Obstuga wielu $ciezek

Macierz musi obstugiwac wiele kanatow 1/0 (Multipathing). Macierz
musi zapewnia¢ automatyczne przelaczanie kanatu /0 w wypadku
awarii §ciezki dostgpu serwer6w do macierzy z utrzymaniem
ciggtosci dostepu do danych. Wymagane jest zapewnienie
przetaczenia kanatow I/O oparte o natywne mechanizmy systemow
operacyjnych wspieranych przez macierz oraz obsluga rownowazenia
obciazenia (load balancing) pomigdzy kanatami dostgpu do macierzy.
W szczeg6Inosci musi istnie¢ mozliwo$é rownomiernego roztozenia
obcigzenia pojedynczego LUN na wszystkie interfejsy w ramach
aktywnego kontrolera macierzy.
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Mechanizm deduplikacji i kompresji

Macierz wspiera mechanizm deduplikacji i kompresji danych. Sam
proces musi odbywac si¢ na biezaco (inline). System pamigci
masowej musi obstugiwa¢ funkcjonalno$ci kompresji danych, ktéra
bedzie realizowana na poziomie pamigci cache zapisu w celu
ograniczenia liczby operacji IO na dyskach. Funkcjonalno$¢ musi
by¢ dostepna dla wszystkich typéw danych obstugiwanych przez
system pamigci masowe;j.
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Mechanizm zdalnej replikacji danych

Macierz musi posiada¢ mozliwo$¢ uruchamiania mechanizmow
zdalnej replikacji danych, w trybie asynchronicznym(ETH lub FC).
Macierz musi posiada¢ mozliwos$¢ tworzenia lokalnych tj. w obrgbie
zasobdw macierzy, petnych kopii danych (tzw. klony danych) oraz
kopii przyrostowych.

14

Licencje

Zamawiajacy wymaga dostarczenia wszelkich wymaganych licencji
dla oferowanej pojemnosci oraz zastosowanych funkcjonalnosci.

15

Protokoty

Macierz musi zapewni¢ dostep do danych po FC oraz umozliwiaé¢
rozbudowe do obstugi dostgpu po protokole ISCSI.

16

Szyfrowanie

Dostarczone rozwigzanie umozliwia szyfrowanie danych na
zainstalowanych dyskach. Jezeli funkcjonalnos¢ ta wymaga zakupu
licencji lub dodatkowych elementdéw sprzgtowych to nalezy
dostarczy¢ je wraz z rozwigzaniem dla oferowanej pojemnosci
macierzy - m.in.: AES-256. Zarzadca kluczy musi by¢ wbudowany w
macierz dyskowa.
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Wdrozenie

Wykonawca w ramach prac wdrozeniowych wykona projekt
techniczny zawierajacy informacje dotyczace prowadzonych prac,
instalowanego sprzgtu i harmonogramu. Wykonawca okreéli czas
migracji danych , jednak nie dtuzszy niz do dnia 10 grudnia 2019 r.
Wykonawca bedzie mogl przystapic¢ do realizacji ustug instalacji po
zatwierdzeniu projektu technicznego przez Zamawiajacego.
Wykonawca dostarczy dokumentacje powdrozeniowa, zawierajaca co
najmniej: doktadny opis wdrozonego $rodowiska informatycznego,
procedury eksploatacyjne, wersje zainstalowanych mikrokokow i
sterownikow, schemat potaczen elektrycznych, LAN i SAN.
Dostarczony sprzegt bedzie zapewnial kompatybilno$¢ z posiadanym
srodowiskiem Zamawiajacego. Obudowa zawiera osprzet wymagany
przez producentéw oferowanego rozwigzania zgodnie z projektem
technicznym (na przyktad: okablowanie, wktadki FC 32G, inne)
niezbedny do jego prawidtowego podtaczenia do infrastruktury
Zamawiajacego. Zamawiajacy jest w posiadaniu przetacznikow FC
Brocade G620, Cisco Nexus 5000, macierzy dyskowej IBM XIV gen
3 oraz Fujitsu Eternus All Flash 650S2 . W terminie sktadania ofert
wszystkie elementy oferowanej architektury sa dostepne
(dostarczane) przez producenta. Bedzie zapewniony dostep do
internetowego portalu producenta sprzetu zawierajacego aktualizacje
mikrokodow i sterownikow wraz z opisami poprawek dla kazde;j
wersji oraz dokumentacji technicznej.
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Wsparcie serwisowe oraz gwarancja

Wsparcie serwisowe oferowane przez serwis producenta, przez okres
36 mc z gwarantowanym czasem naprawy nie dtuzszym niz 48
godzin (czas zostanie ustalony na podstawie oferty Wykonawcy). W
przypadku awarii dysku serwis dostarcza nowy dysk. Zuzycie dysku
Zamawiajacy traktuje jako awari¢. Wymagana jest gwarancja
producenta. Udzielona gwarancja nie bedzie ograniczata w
rozbudowie lub rekonfiguracji macierzy o ile beda one wykonywane
zgodnie z wymogami technicznymi producenta macierzy. Usluga
instalacji i uruchomienia macierzy musi zosta¢ wykonana przez
serwis producenta. Producent macierzy zapewnia bezptatny dostep do
aktualizacji oprogramowania wewngtrznego (firmware) oferowane;j
macierzy oraz do kolejnych wersji oprogramowania zarzadzajacego
przez udzielonej gwarancji. Macierz musi pochodzi¢ z legalnego
kanatu sprzedazy producenta i musi reprezentowac¢ model biezacej
linii produkcyjnej. Rok produkcji nie wezesniejszy niz 2019 r. Nie
dopuszcza si¢ uzycia macierzy odnawianych, demonstracyjnych lub
powystawowych.




